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Fig. 1: FieldGen is a semi-auto data generation framework that enables scalable collection of diverse, high-quality real-world

manipulation data with minimal human involvement.

Abstract— Large-scale, diverse datasets are essential for
training robust robotic manipulation policies, yet existing data
collection approaches face fundamental trade-offs between scale,
diversity, and quality. Simulation-based methods achieve scale
but suffer from sim-to-real gaps, while teleoperation produces
high-quality demonstrations but is prohibitively expensive and
limited in behavioral diversity. We propose FieldGen, a novel
field-guided data generation framework that enables scalable
collection of diverse, high-quality real-world manipulation data
with minimal human involvement. Our key insight is that
manipulation tasks can be decomposed into two phases: a pre-
manipulation phase, where trajectory variation is acceptable,
and a fine manipulation phase, which requires precise expert
demonstration. FieldGen leverages this decomposition through
a semi-automated pipeline. In the first stage, focused human
demonstrations capture critical manipulation poses and contact
interactions. In the second stage, an attraction field is constructed
to automatically generate diverse pre-manipulation trajectories
that converge to successful manipulation configurations. By
decoupling these phases, FieldGen combines high-quality super-
vision for fine manipulation with scalable automated generation
of behaviorally diverse reach data. Experiments show that
policies trained on FieldGen-collected data outperform those
trained on traditional teleoperation, achieving higher success
rates with substantially less human effort and enabling stable
long-duration data collection.

I. INTRODUCTION

Recent end-to-end embodied intelligence models have
achieved promising progress in robotic manipulation, demon-
strating strong generalization capabilities and few-shot perfor-
mance [2], [17], [21], [6], [5], [23]. However, these models
critically depend on large-scale, diverse datasets to achieve
effective performance. The collection of real-world robotic
data requires substantial human effort through teleoperation
and manual demonstration [3], [27], [22], making the creation
of large-scale datasets prohibitively expensive.

Existing data collection approaches face a fundamental
trade-off between scale, diversity, and data quality. Simulation-
based methods can generate vast amounts of data with spatial
randomization, but suffer from persistent sim-to-real gaps and
limited behavioral diversity [25], [4], [19], [24]. Conversely,
teleoperation produces high-quality demonstrations but faces
severe scalability constraints: operators control only one
robot at a time, experience cognitive fatigue during extended
sessions, and converge to stereotypical motion patterns despite
explicit instructions for diversity. Our analysis of large-
scale teleoperation datasets reveals pronounced multimodal
distributions that burden policy learning compared to more



uniform behavioral diversity. Semi-automated approaches like
PATO [10] and GCENT [30] attempt to bridge this gap but
still rely on pre-trained policies and may not escape human
behavioral constraints.

To overcome these challenges, we propose FieldGen, a
novel field-guided data generation framework that enables
scalable collection of diverse, high-quality real-world manipu-
lation data with minimal human involvement. FieldGen is built
on a key observation that manipulation tasks can be naturally
decomposed into two phases with fundamentally different re-
quirements: a pre-manipulation phase involving reaching and
approaching the target object, where trajectory variation is tol-
erable as long as paths converge to appropriate manipulation
configurations, and a fine manipulation phase requiring precise
contact-rich interactions where expert demonstrations provide
the most value. Our method operates as a semi-automated
pipeline that leverages this decomposition by first collecting
a small set of high-quality human demonstrations focused on
the fine manipulation phase, particularly critical manipulation
poses and contact interactions. We then construct an attraction
field for the pre-manipulation phase that guides trajectories
toward successful manipulation configurations identified from
these human demonstrations. Using automated scripts, we
generate large numbers of randomized initial observations
and compute trajectories that asymptotically converge to
this attraction field, producing extensive observation-action
pairs for the pre-manipulation phase. By decoupling these
phases, FieldGen achieves three critical benefits: high-quality
supervision for fine manipulation through focused human
demonstration, scalable automated generation of diverse
pre-manipulation trajectories, and efficient large-scale data
collection that maintains both behavioral diversity and data
quality while dramatically reducing human involvement
compared to traditional teleoperation approaches.

We summarize our contributions as follows: (1) Pre-
manipulation field (PMF). We introduce the pre-
manipulation field as a new concept, defined as an abstract
representation that models and extrapolates from a small set of
demonstration trajectories. PMF provides a unified framework
for large-scale, semi-automated, real-robot data collection. (2)
Semi-automated collection via phase decoupling. Building
on PMF, we propose an efficient, semi-automated pipeline
that decouples manipulation into pre-manipulation phases and
fine manipulation phases, utilizing teleoperated manipulation
poses to generate large-scale datasets, thereby substantially
improving collection efficiency automatically. (3) Empirical
validation. Experiments show that our method produces
larger, higher-quality datasets in less time; models trained on
our data are more robust; and operator workload is markedly
reduced, enabling long-duration, stable data collection.

II. RELATED WORKS

A. Teleoperation for Robotic Data Collection

Teleoperation with VR and custom hardware has been
widely adopted to collect high-fidelity real-robot demonstra-
tions. Systems leverage head-mounted displays [7], [34],
cameras [26], [15], hand controllers or gloves [9], [18],

[28], and low-cost bimanual platforms [31], [11], [12], [1],
[13] to improve precision, reduce latency, and raise operator
throughput. However, teleoperation suffers from fundamen-
tal scalability and quality limitations as human operators
experience cognitive fatigue and unconsciously converge to
stereotypical motion patterns, resulting in expensive data
collection with insufficient diversity for training robust robotic
policies. Recent efforts have attempted to improve teleopera-
tion efficiency through assistance mechanisms. Recent efforts
have attempted to address these limitations through assistance
mechanisms. PATO [10] employs learned policies to automate
repetitive subtasks while preserving human oversight for
critical decisions, effectively reducing operator cognitive load,
and GCENT [30] expanded it to real-world long-horizon
tasks. However, such approaches still rely on pre-trained
policies and may inherit the diversity limitations inherent
in human demonstrations, as they automate existing human-
demonstrated subtasks rather than fundamentally changing
the data generation paradigm. In contrast, our approach differs
by decomposing manipulation tasks at a more fundamental
level and automatically generating diverse pre-manipulation
trajectories through field-guided planning, enabling scalable
diversity generation.

B. Automated and Simulation-Based Data Generation

To generate large-scale data with minimal human input,
leveraging simulation engines to assist in data synthesis
has become an emerging trend [32], [16], [14], [33], [29].
Large-scale simulation platforms like RoboTwin [25], Mim-
icGen [24], and DexMimicGen [19] can generate millions of
diverse manipulation scenarios through procedural generation
and domain randomization. These systems achieve unprece-
dented scale by parallelizing data collection across multiple
simulated environments and automatically varying object
properties, lighting conditions, and scene configurations.
Recent advances have pushed simulation-based generation
to new scales. RoboTwin 2.0 [4] provides a comprehensive
benchmark with diverse manipulation tasks, while Humanoid-
Gen [20] focuses specifically on bimanual dexterous manipula-
tion. These platforms demonstrate the potential for generating
vast quantities of training data that would be impossible
to collect through teleoperation alone. However, simulation-
based approaches face several fundamental limitations that
constrain their effectiveness. First, the persistent sim-to-
real gap remains a critical challenge, as policies trained
exclusively on synthetic data often fail to transfer robustly to
physical systems due to discrepancies in contact dynamics,
material properties, and sensor characteristics. Second, purely
simulation-generated data suffers from limited behavioral
diversity, as it primarily relies on procedurally-generated
trajectories that lack the rich variability of contact interactions
and manipulation strategies observed in human behaviors.
These constraints fundamentally limit the ability of simulation-
only approaches to capture the full complexity of dexterous
manipulation tasks.

Our approach sidesteps the sim-to-real problem by gen-
erating data directly in the real world. By automating the
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Fig. 2: (a) Cone Field for Position. (b) Spherical Field for
Orientation.

pre-manipulation phase while relying on human demonstration
for contact-rich interactions, FieldGen combines automated
scalability with real-world fidelity.

III. METHOD

A. Problem Formulation

We formulate the problem as collecting or generating pairs
of observations o; and action sequences a;. To this end, we
divide the data collection process into two phases: (1) Fine
manipulation phase. In this stage, we use teleoperation to
annotate the manipulation pose. This pose are further used
to construct the pre-manipulation field Fg.,, an abstract
representation of the demonstrated trajectories. (2) FieldGen-
based reach phase. In this stage, we employ FieldGen to con-
duct large-scale, semi-automated data collection. Randomized
observations are sampled from diverse end-effector configu-
rations, and corresponding action sequences are generated by
asymptotically rolling out toward the pre-manipulation field.

This formulation ensures that fine manipulation is super-
vised by human expertise, while large-scale reach trajectories
are automatically synthesized, providing broad coverage and
scalable data generation.

B. Fgen Field Construction

In this part, we use the previously collected fine manip-
ulation trajectories to construct the pre-manipulation field
FGen- Based on this field, automated scripts are employed to
randomly drive the robot arm, during which large amounts
of end-effector poses and corresponding RGB observations
are recorded. For each sampled pose, we compute a reach
action sequence by evaluating its spatial relationship to the
field and solving the corresponding inverse kinematics (IK).
In this way, we generate observation—action pairs that serve
as training data.

We decompose the generated field Fg., into two compo-
nents: a cone field for position, F,,s, and a spherical field
for orientation, JF,,;. The position field captures how the
end-effector should approach the manipulation point, while
the orientation field ensures alignment of the gripper with
the desired manipulation orientation.

1) Cone Field for Position: Intuitively, the cone field
constrains the end-effector to approach the manipulation
position in alignment with the gripper axis. When the end-
effector lies within the cone, the motion smoothly converges
toward the target. When outside, the motion is first redirected
into the cone and then guided to the manipulation point,
mimicking a natural reach-and-align strategy.

Formally, let the manipulation goal position be pg € R3,
with axis direction @ (opposite to the gripper closing axis)
and cone half-angle 6. For a sampled point ) with position
pq, we decompose

a=1u'(

pg —pa), 1 =||(pg—pc)—adl. (1)

The cone surface is given by

r=tanfa, a>0. 2)

As illustrated in Figure [2a] the cone field is structured such
that G acts as a zero-gravity sink, with field lines converging
smoothly toward G within the cone and aligning parallel to
4 outside the cone.

Under the influence of the cone field, if () lies inside
the cone (r < tanf a), the attraction vector is defined by a
smooth half-cycloid curve in the plane spanned by (G, Q, i):

x(t) = p(t — sint), y(t) = v(1 — cost), t € 10,7,

3)
with p, v chosen so that the curve starts at () and ends at G.
If @ lies outside the cone (r > tan#f a), it is first projected
along 4 onto the cone surface at P, then follows the inner
cycloid curve P — G.

Thus the translational delta action is
Ap = Curve(pqg — pg | ,0). “)

2) Spherical Field for Orientation: The spherical field
ensures direct alignment of the gripper with the target
manipulation orientation. The three axes of the spherical
field correspond to roll, pitch, and yaw, with all field lines
converging toward the center of the sphere as shown in
Figure 2b] It provides a smooth corrective rotation that
gradually drives the end-effector toward the goal orientation
Re.

Let Re € SO(3) denote the goal orientation and R the
sampled orientation. The relative rotation is

RA = R, Rg. (5)
The axis—angle representation is
w = log(RA) € R3, ©)
and the corrective angular velocity is defined as
AR =-Kprw. N

After obtaining the generated trajectory based on these
fields, the length of action sequence is determined by dividing
the trajectory length by the parameter 3. Finally, we extract
the action sequence of one chunk-sized segment; if the
sequence length is shorter than the chunk size, we pad it with
the last point of the trajectory.



IV. EXPERIMENT
A. Objective and Setup

We design experiments to evaluate FieldGen along three
questions:

(1) Under the same collection time budgets, whether
FieldGen produces training data that yields stronger policy
performance than purely teleoperated data?

(2) At a fixed dataset size, whether FieldGen provides
higher per-sample data quality, assessed by success rate and
generalization across tasks?

(3) Through ablation studies, whether each component of
FieldGen contributes essentially to overall effectiveness.

Experiments were conducted on the Agibot G1 robot, using
an NVIDIA Orin for inference. To comprehensively evaluate
the effect of data distribution and generation methods, we
train all policies from scratch, removing any influence from
pretrained data. We compare three policies: small RDT [21]
(170M, SigLIP [35] frozen encoder), DP [8] (288M, jointly
trained encoder and head) and ACT [36]. Since ACT achieved
consistently low success rates across most tasks, its results
are omitted from the tables for clarity. Observations are wrist-
mounted RGB images; actions are end-effector delta poses.
Each action chunk outputs 30 steps.

B. Equal-Time Data Effectiveness

(a) Pick (b) Rotate Pick

(c) Transparent Pick

(d) Affordance Pick

Fig. 3: Equal-Time Data Effectiveness Experiment Setups.
Rotate Pick requires the end-effector change orientation to
pick objects, while Affordance Pick requires to manipulate
specific position.

To verify the efficiency of FieldGen, we design experiments
that compare policies trained on data collected by FieldGen
with those trained on fully teleoperated data, under equal
wall-clock collection budgets. Specifically, data are collected
for checkpoints every 4 minutes up to 20 minutes. This
setup also allows us to examine whether increasing data
scale correlates with improved policy success rates. For
each task, FieldGen collects a frame of the manipulation
pose and then automatically gathers randomized observations
until each episode reaches 1 minute in duration. As shown
in Figure [3] we evaluate four manipulation tasks: Pick,

Rotate Pick, Transparent Pick, and Affordance Pick. Data are
obtained either through full teleoperation or through FieldGen.
All policies are trained for 50 epochs until convergence,
and success rates are measured across 12 randomized object
placements per task.

From the results in Table [, we observe that FieldGen
consistently outperforms teleoperation across all policies and
all time budgets. At each checkpoint (4-20 minutes), FieldGen
achieves higher success rates, exceeding teleoperation by
41.7%, 44.8%, 45.8%, 41.7%, and 35.5% respectively. This
highlights the strong time efficiency of FieldGen: under equal
wall-clock collection budgets, the data it generates leads to
substantially stronger policy performance.

Figure [Aa] further shows that FieldGen scales more effec-
tively with additional collection time. Success rates grow
more sharply with time compared to teleoperation, and after
20 minutes of collection, FieldGen exceeds 80% success in all
settings. In particular, diffusion-policy—based methods reach
100% success on three of the four evaluated tasks, reflecting
the high quality of FieldGen data.

C. Data Quality and Generalization

To verify the quality of FieldGen data, we design ex-
periments that compare its effect on task success rate and
generalization. Specifically, we aim to assess whether policies
trained on FieldGen data achieve higher success rates than
those trained on teleoperation-only datasets of the same size,
and whether FieldGen provides stronger generalization across
different tasks and scene variations.

In this setup, we consider three evaluation conditions:
(1) end-effector initialization, where policies are tested
under diverse initial poses of the robot end-effector; (2)
object placement, where policies are evaluated on varied
object positions within the workspace; and (3) cross-instance
generalization, where policies are transferred to unseen object
instances within the same category, as shown in Figure [5]
For both teleoperation and FieldGen, datasets of equal size
(measured in data frames) are collected and used to train
policies. All models are trained under identical schedules
and hyperparameters. Success rates are measured across
multiple randomized trials for each condition, enabling a
direct comparison of robustness and generalization between
the two data sources.

The results are summarized in Table Under equal
dataset sizes (data frames), FieldGen consistently outperforms
teleoperation across both policy backbones. Notably, for
diffusion policy (DP), only 4000 FieldGen samples are
sufficient to reach 100% success on both the Start EE Pose
Generalization and Object Generalization tasks.

We further plot success rate against dataset size in Figure [4b]
FieldGen shows a stable upward trend that follows a clear
scaling curve, while teleoperation data consistently lags
behind and exhibits irregular growth. This indicates that
FieldGen covers a broader range of task-relevant state space,
enabling more stable training and stronger performance
scaling. In contrast, teleoperation trajectories are subject to



TABLE I: Equal-Time Data Effectiveness. Rows list tasks (DP/RDT-small); columns list Teleop vs. FieldGen across

collection times.

Task Model Teleop FieldGen
Collect Time(min) 4 8 12 16 20 4 8 12 16 20
Pick DP 16.7% 33.3% 583% 66.7% 833% 75.0% 91.7% 91.7% 83.3% 91.7%
RDT-small 16.7% 83% 333% 16.7% 250% 583% 833% 833% 833% 91.7%
Rotate Pick DP 25.0% 333% 66.7% 750% 75.0% 583% 66.7% 91.7% 91.7% 100%
otate He RDTsmall  83% 41.7% 50.0% 583% 83.3% 417% 66.7% 91.7% 100% 100%
Transparent Pick DP 83% 167% 83% 16.7% 83% 583% 91.7% 100% 100% 100%
P RDT-small 83% 25.0% 333% 250% 41.6% 83.3% 750% 83.3% 83.3% 83.3%
Affordance Pick DpP 66.7% 75.0% 75.0% 833% 91.7% 833% 100% 100% 100% 100%
RDT-small 33.3% 583% 50.0% 66.7% 75.0% 58.3% 75.0% 100% 100% 100%
Averace DP 292% 39.6% 52.1% 60.4% 64.6% 68.8% 87.5% 958% 93.8% 97.9%
& RDT-small 16.7% 333% 41.7% 41.7% 562% 60.4% 75.0% 89.6% 91.7% 93.8%
***** Teleop —— FieldGen ~-=— Teleop —— FieldGen
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Fig. 4: (a) Equal-Time Data Effectiveness. (b) Equal-Data Generalization.

Fig. 5: Data Quality and Generalization Experiment
Setups

higher randomness in human motion, resulting in narrower
coverage and more variable downstream performance.

D. Trajectory Diversity and Spatial Coverage

To evaluate the trajectory diversity of FieldGen, we
designed experiments that compare its spatial coverage against
teleoperated data. Specifically, we considered three levels of

data diversity corresponding to different collection strategies.

The first setting uses teleoperation with the same initial

TABLE II: Generalization Experiment Results. We conduct
controlled experiments on 3 generalization tasks: Start EE
Pose Gen, Obj. Position Gen, and Obj. Gen, each evaluated
under 3 different data volume.

Task Train Frames Teleop FieldGen
DP RDT-small DP RDT-small
4000 83% 333% 100% 83.3%
Start EE Pose Gen. 8000 8.3% 8.3% 100%  100%
12000 0% 50.0% 100%  100%
4000 50.0% 583% 75.0% 66.7%
Obj. Position Gen. 8000 583% 66.7% 833% 83.3%
12000 75.0% 66.7% 100% 83.3%
4000 91.7% 833% 100% 91.7%
Obj. Gen. 8000 91.7% 75.0% 100% 83.3%
12000 91.7% 91.7% 100% 91.7%
4000 50.0% 583% 91.7% 80.6%
Average 8000 52.8% 50.0% 94.4% 88.9%
12000 55.6% 695% 100% 91.7%

and final end-effector states, which yields relatively uniform
trajectories and is referred to as low diversity. The second
setting still relies on teleoperation but allows varied initial
end-effector states while keeping the final object configuration
fixed, thereby producing moderately diverse trajectories,
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Fig. 6: (a) Ablation on Curve. (b) Ablation on § Parameter. (c) XY plane scatter plot of Diversity.

denoted as middle diversity. The third setting applies the
FieldGen method, which automatically generates trajectories
that span a wide range of spatial variations, achieving high
diversity.

TABLE III: Diversity Comparison. We compare the spatial
coverage and model performance across three different
diversity levels.

Diversity Level Spatial Coverage DP RDT-small
Low 9.04% 0% 0%
Middle 15.44% 66.7% 41.7%
High 18.14% 83.3% 83.3%

During evaluation, the target object’s spatial position is
varied to test policy generalization and robustness. Figure
illustrates the scatter plot of the collected trajectories along
the XY plane, showing that FieldGen produces a broader and
more uniform coverage. To quantify this, we calculate spatial
coverage by enclosing all trajectories within the minimum
bounding cube, dividing the cube into N voxels of equal size,
and measuring the fraction N’/N of voxels that are traversed
by trajectories. As reported in Table [T} FieldGen achieves
the highest coverage rate, confirming its ability to explore a
broader range of the workspace.

We further compare downstream policy performance using
DP and RDT trained on equal-sized datasets collected under
the three settings. The resulting success rates are 0%, 54.2%,
and 83.3% for low, middle, and high diversity, respectively.
These results demonstrate that broader spatial coverage
and higher trajectory diversity not only characterize the
data itself but also translate directly into more robust and
capable manipulation policies. Overall, the experiments verify
that FieldGen provides data of higher quality and broader
coverage, enabling the training of stronger policies compared
to conventional teleoperation.

E. Ablation on Curve Type: Bezier vs. Cycloid

We conduct an ablation study to analyze the effect of
different curve types on task success rate. In addition to

the cycloid curve used in the main approach, we evaluate
Bezier curves—a commonly used alternative in trajectory
generation. The results are summarized in Figure [6a] Cycloid-
based trajectories achieve success rates of 75% on DP and
66.7% on RDT, corresponding to improvements of 16.7%
and 8.4% over Bezier, respectively. These results highlight
the clear advantage of cycloid-based trajectory generation.

To better understand this advantage, we examine the
geometric properties of the two approaches. The cycloid
is generated directly under the pure geometric constraint of a
rolling circle without slipping. This construction provides an
explicit geometric prior and yields naturally smooth curvature
variations. In contrast, the Bezier curve relies on manually
defined control points to shape the trajectory. Lacking inherent
geometric constraints, it often exhibits sharp curvature growth
over short distances, resulting in abrupt changes that increase
execution difficulty for the manipulator.

Overall, this ablation confirms that cycloid-based gener-
ation not only improves task success rates but also aligns
with the physical feasibility of robot motion by producing
smoother, more geometrically consistent trajectories.

F. Ablation on the 8 Parameter

We further conduct an ablation study on the parameter [,
which controls the distance between consecutive frames in
the generated trajectory. Physically, 5 reflects the average
displacement between two successive end-effector poses in
Cartesian space. The results on the manipulating task are
shown in Figure [6b]

When S is set to a small value, the inter-frame distance
becomes short, causing the manipulator to move only slightly
within each chunk. This often leads to repeated local adjust-
ments and oscillatory back-and-forth motions. Moreover, the
overall motion speed is reduced, which significantly increases
task completion time. In contrast, when (3 is set too large, the
inter-frame distance increases, and FieldGen may generate a
gripper-closing command while the manipulator is still far
from the target object. In real tests, this premature closure
prevents accurate manipulating and results in task failure.
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Considering both efficiency and reliability, we select 5 =
0.0025 as a balanced choice in our experiments.

G. Less effort with long-duration data collection

To quantify the differential effort and efficiency between
the teleoperation data collection pipeline and the FieldGen
generation pipeline, we measured, for a teleoperation operator
over a two-hour collection, the proportion of time actually
spent performing data collection under different methods,
and the resulting throughput, expressed as the rate at which
collecting frames outputs were acquired.

We define Collection Time Ratio as the fraction of total
collection time during which active data acquisition is
occurring. This metric inversely captures procedural and
supervisory overhead; higher values therefore indicate im-
proved temporal efficiency. For the FieldGen pipeline, an
elevated ratio further signifies diminished operator exertion,
since a larger portion of the session consists of autonomous
script execution requiring only low-intensity monitoring. The
results are summarized in Figure In the experiment,
FieldGen yielded a mean Collection Time Ratio of 66.73%,
representing a 2.47x increase over the 27.07% observed
with manual teleoperation, the latter demanding continuous,
high-effort interaction and oversight. Frame collection rate is
also as the data generation throughput (frames per minute)
of the acquisition process, providing a direct measure of
pipeline efficiency. The results are summarized in Figure
FieldGen attained 1203.14 frames/min, exceeding manual
teleoperation’s 569.10 frames/min by a factor of 2.11.

Overall, FieldGen substantially outperforms manual teleop-
eration in both temporal utilization and data throughput. These
experiment results indicate that FieldGen shifts a large fraction
of the collection time cost into autonomous execution with
only light supervision, thereby reducing operator cognitive and
attentional load while simultaneously accelerating scalable
dataset production.

V. CONCLUSIONS

We proposed FieldGen, a field-guided, semi-automated
framework for real-world manipulation data generation. By
decoupling reach and fine manipulation, and labeling reach
trajectories via a cone (position) and spherical (orientation)

attraction field, FieldGen converts free wrist-camera obser-
vations into high-quality (obs, action) pairs with minimal
human effort. Real world experiments show that FieldGen
consistently outperforms teleoperation under equal collection
time, scales more favorably with additional data, and yields
stronger generalization across start-pose, object-pose, and
cross-instance settings. Ablations further indicate that cycloid-
based trajectories improve success and motion smoothness
over Bezier alternatives. Compared with teleoperation collec-
tion, FieldGen acquires data more efficiently while imposing
substantially lower operator effort.

FieldGen thus offers a practical path to faster collection
and broader coverage for large-scale real-robot datasets.
Future work will extend the fields to multi-step tasks,
incorporate uncertainty-aware control, and explore scene
synthesis (e.g., 3DGS/NeRF) for fully automated observation
generation.
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